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Abstract

Early Alife promised to advance our understanding of the world by provoking a reconceptualisation of the concept of life itself. As the field develops an increasing variety of roles for Alife in science are proposed. A selection of these are reviewed and discussed. It is suggested that Alife simulations can potentially function to advance science in a number of ways, but that all are hampered by an inherent lack of transparency. It is suggested that the slope of ‘downhill invention’ must be partially relinquished and a practical approach to the formulation of a methodology of design is proposed. 
Science can be viewed as a developmental process of increasingly refining and adding detail to our understanding of nature. Kuhn (1962) argues that the process is analogous to Darwinian evolution, in that science is not an evolution toward anything. Accordingly scientific theories can not be seen as true of false, but as speculative fictions with greater or lesser predictive and explanatory power. Theories survive in a process analogous to natural selection, one theory becoming he most viable amongst competing actual alternatives. Whilst Philosophy science has little say about the generation of new theories. Historically, theory construction has been driven by the collection of new empirical data, formulation of new hypotheses to explain this data, or a reconceptualisation of the phenomenon under study. All three processes have been driven by new methodologies enabled by technological advancements. The nature of Alife simulation models enables the potential to contribute to all stages of theoretical advancement.  

Strong Alife as a source of empirical data.
Langton originally proposed that Alife was the science of 'life as it could be' (Langton 1989). As a new discipline, Alife promised to open up new ways of thinking, and to redefine the very concept of life (Ray 1994).  Simulations that encourage reconsideration of our fundamental concepts are undoubtedly valuable. However, Ray and others perceived their simulations as alternative (synthetic) universes. The synthetic was often omitted, and these enthusiastic metaphors resulted in a reification of the 'digital worlds': the simulation was seen to function as a source of empirical data.  

Arguably, within this framework, an understanding of the natural world could be advanced by searching for common features across natural and artificial versions of the phenomenon, but to construe these results as empirical science "even if they have no analogues in the natural world"(Langton 1989) is misdirected and indicative of a more pervasive lack of methodology and scientific rigor.

Alife as a tool for theoretical biology
Steeped in a torrent of abuse, Miller (1995) has observed the scientific naivete of much Alife research and offers methodological salvation by proposing that Alife should subserve theoretical biology as a modeling tool.


Many of the core questions of theoretical biology such as the dynamics of evolution and co-evolution, and the problem of self-organisation have been virtually impenetrable using conventional modeling. There is little doubt that the addition of AL style simulations will enrich existing models in theoretical biology. In one respect this could be seen as a positive contribution of Alife to science. 

As Di Paolo (1996) points out however, exclusive commitment to extending theoretical biological models would limit Alife's potential to resolve many polemical issues. Important controversies in theoretical biology - for example the role of natural selection in evolution - are not equitably represented in prevalent formal models - concepts such as fitness are never questioned. It seems feasible that computer simulations could be used to establish the im/plausibility of the role of mechanism other than natural selection in evolution. Given the radical polarity of current theoretical positions is seems unlikely that these assumptions can be relaxed in practice. Even if it were possible, the philosophical presuppositions inherent in current biological theory would inevitably permeate the AL simulation precluding impartial theoretical investigation. By taking theoretical biological models as a starting point, AL simulations may help to answer the specific questions relevant to the particular theory that the model embodies. However exclusive commitment to these theories ameliorates the possibility of AL independently constructing simulations to resolve the fundamental controversies.

It may be possible in some cases to use existing models to question the very theoretical assumptions with which they are formed.  In simulation models, theoretical assumptions are often embedded in procedural details. If an assumption is entirely and exclusively represented in a procedural aspect, it may be possible to question the necessity or sufficiency of its role in the phenomenon of interest. 

MacLennan and Burghardt (1994) investigation into 'cooperative communication' was undoubtedly influenced by Burghardt's definition that “the behaviour be likely to influence the receiver in such a way that benefits, in a probabilistic manner, the signaler or some group of which it is a member” (p.163). This definition is grounded in evolutionary advantage, and treats information as a restricted commodity: the simulation is set up such that some information is not available to everyone (simorgs can only communicate with adjacent neighbours). Subsequently, when reporting that 'communication evolved', the role of this restriction is not considered, and the theoretical assumption is not questioned.  It may be possible in this case, to alter the conditions such that simorgs could communicate freely. Demonstration that communication still evolved would undermine the original theoretical assumption, promoting an alternative view of communication as for example, socially coordinated activity.

Although AL simulations have to date been predominantly used in theoretical biology, there is no reason why they should not be employed by all disciplines interested in emergent phenomenon such as economics, social development and psychology. It must be noted that the same theoretical biases discussed above remain as a potential problem, but working independently, Alife could potentially investigate both sides of theoretical debate.

Alife as a source of novel hypotheses

The use of Alife models as a source of empirical data is invalid, and their exclusive employment by other disciplines as tools to investigate existing theories may be restrictive. It has been proposed that Alife simulation models could function as a source of novel hypotheses (Noble 1997, Kitano 1997). 

‘Take a natural phenomenon Er for which the underlying mechanism Ar is contentious. 

build a simulation exhibiting an emergent phenomenon Em that is exhaustively specified by a set of assumptions Am. If the emergent phenomenon Em is sufficiently similar to the real world phenomenon Er, then we can propose that there exist real world mechanisms analogous to the low-level assumptions Ar, that through a similar emergent process give rise to the phenomenon Er’. Noble (1997 ) p. 4

Taking Reynolds (1987) ‘Boids’ as an illustrative example, emergent flocking behaviour is specified by the three axioms: maintain a minimum distance from obstacles and other agents, match velocities with nearby agents, and move toward the collective centre of mass. The emergent flocking behaviour seen in the simulation seems to resemble true flocking in real birds. Thus the axioms could be asserted as empirical claims (note they are not being proffered as empirical data). It would be possible to study real birds and determine whether they did indeed match velocities and move toward the centre of mass. If the evidence was supportive, then the proposition that real-world flocks are the emergent result of groups of birds behaving in accordance with the axioms, could be advanced as a plausible theory of flocking behaviour. The Alife model here functions to test the internal plausibility of a theory (see later section analytic AL). The value of the model lies in the fact that it would be difficult to formulate such a theory any other way. 

One problem with this approach concerns its logical validity. Even if we develop a means of assessing the ‘similarity’ between simulated emergent behaviour and the real world phenomenon (a vital step in validating the model), it is not logically valid to conclude that the causes of the two phenomenon are the same. ‘Undetermination’ is raised as a problem for the validation of models in general (Oreskes et al 1994). A possible defense is to argue that if a true isomorphism of ‘relevant aspects' exists, the deduction is valid. (Weitzenfeld 1984). The problem then remains to demonstrate the ‘true isomorphism'. The process becomes somewhat circular in that, in general the very purpose of developing the simulation is to discover what the ‘relevant aspects' are.

Another major problem with this approach stems from the lack of transparency in simulation models. (see below). Ideally a simulation should represent the hypothesis, the whole hypothesis and nothing but the hypothesis. However, the formalisation imposed by implementation often demands simplifications and elaborations in order to make it tractable. The process of implementation demands the inclusion of procedural as well as theoretical assumptions. It then becomes difficult to ascertain whether the results obtained are attributable to the theory being modeled, the misrepresentation of the theory by the model or the result of an extraneous procedural detail. If a prediction made by the model is not supported by subsequent empirical experimentation, the theory being modeled cannot be validly rejected: the erroneous results could be attributed to the models failure to implement the theory rather than the theory’s’ failure to account for the relevant phenomenon. The internal plausibility of the theory cannot be conclusively verified as the model may not accurately represent that theory. As Di Paolo (1999) points this impediment means that the results of simulation models have no bearing on existing theory, but does it necessarily mean they cannot be used as to generate novel hypotheses?

Philosophy of science has little to say about the source of new hypotheses. The opacity of simulations means that we cannot be certain that the results obtained necessarily represent the theory being implemented. But the invalidity of the model does not necessarily undermine the legitimacy of the hypotheses generated. In Reynolds’s Boids simulation, the flocking behaviour observed could (hypothetically) have been due to some procedural detail, such as the virtual area in which they flocked, or their simulated mass. If however, the axioms he proposed had been corroborated experimentally, and it was found that real birds do function under each of these axioms, the theory could still be advanced as a theory of flocking behaviour. The simulation functions as a source of inspiration.

This is exemplified by the work of Webb on cricket phonotaxis (1996)
. The initial research was carried out using a ‘cricket robot’ to embody an algorithm based on the onset time of neuronal response. The robot succeeded in performing phonotaxis, following a path ‘indistinguishable’ from that taken by a cricket. On the basis of these results, Webb proposed - in opposition to many biological theories - that neuronal latency rather than firing rate contributed to phonotaxis in crickets. The model suffers from the ambiguities described above. There were many implementation details that could have been the source of the phonotaxis behaviour observed, nothing was done to eradicate the possibility of their influence on the results. However, the model did produce testable hypotheses that were later empirically corroborated (Hedwig 2001, Van Helversen and Pollack)

Alife as an analytic tool 
“A simulation is ultimately only a high-speed generator of the consequences that some theory assigns various antecedent conditions” (Dennet 1979, p.192). Many commentators insist that as such, Alife simulations cannot be tools for empirical discovery. The question then ensues as to what extent knowledge can be gained from a simulation when all it does it manipulate the facts with which it is served. Yet the inability to uncover empirical truth does not however negate scientific value. Indeed analytic Alife has proven to be an important tool in assessing the logical coherence of existing theories. For example Franceshini, Pichon and Blanes (1992) provided support for their theory of fly odometry based on optic flow, by building a robot that successfully navigated using only angular velocity, demonstrating the plausibility of their existing theory. The validity of this approach is also reduced by the opacity and ambiguity over the causal origin of the results.

Alife as a means of reconceptualisation  

As an analytic tool, the simulation serves a similar function to that of a thought experiment. This philosophical tool has been similarly questioned regarding its potential to produced ‘new knowledge’. Khun argues that thought experiments can indirectly say something about nature and “on occasions give scientists access to information which is simultaneously at hand and yet somehow inaccessible at the same time.”(1977, 261). These insights precede the reconceptualisation of existing theories, a vital part of scientific progress to which the process of paradigm change is closely tied (Kuhn 1962 [64]). 

The role of simulations as ‘emergent thought experiments' for use as a philosophical crutch has been proposed by Bedau (1999). This proposal will not receive further treatment, as Di Paolo (1999) pertinently points out that he makes a category error in requiring that the simulation provide empirical rather than purely conceptual evidence.

In the same paper, Di Paolo proposes, that Alife simulations could be usefully construed as ‘opaque thought experiments': a tool for re-organising and probing the internal consistency of a theoretical position serving the same function as a verbal thought experiment. The key difference however, is that whereas verbal thought experiments intrinsically constitute an explanation of their own logical conclusion, a simulation suffers from explanatory opacity. This is a problem for simulation models in general: the ease with which simulation models are designed is paid for in the complexity of their analysis. This situation has been dubbed ‘the law of uphill analysis and downhill invention’ (Braitenberg, 1984).

Di Paolo outlines a possible methodology for the use simulations as thought experiments which begins to dissolve the opacity. Focusing on the need for explanatory organisation, it is suggested that care must be taken in properly exploring the pattern generated by the simulation. The resulting hypotheses must be carefully tested before attempting to relate the organisation of observations back to theories concerning the natural phenomenon in question. Importantly, he notes that in the final stage that it cannot be assumed that the same metaphor that shaped the construction of the model can be used in the final ‘backward metaphorical step'. If the patterns or relationship between patterns have a direct correlate in the natural phenomenon, this is not of such importance. However, there will undoubtedly be situations where the observations are not easily accommodated by an existing framework. In such cases, the lack of transparency again obscures the source of the discrepancy: inadequacy of the theory or the failure of the simulation to entirely and exclusively represent that theory. The only advance is that in stipulating the need for exploratory organisation, the modeler may have a more informed understanding of the inner workings of the simulation.  

Methodology of design.

Alife simulations have the potential to be employed as a tool for theoretical biology (or any other interested discipline), as an analytic tool or thought experiment for probing the internal consistency and invoking reconceptualisations, and arguably as a source of novel hypotheses. A major impediment to all approaches is the fact that necessary procedural processes, unrelated to the relevant theory, may interact with or obscure the theoretical assumptions and potentially confound the results. 

The MacLennan & Burghardt  (1994) simulation again provides an example. In implementing the simulation, several arbitrary decisions were made. In particular, the order of response of simorgs is fixed in a ring; i.e. each simorg exclusively ‘communicates' its symbol to its neighbour. This is counter to their claim that there are ‘no geometrical relations’ and therefore is in no way an implementation of their theoretical stance. Noble and Cliff (1996) replicated the simulation (using two different, independently written programs) and compared the original (adjacent) updating method with a random regime. The updating method significantly affected the influence of learning. The results are slightly contentious as Noble & Cliff did not find a learning effect comparable to that of MacLennan et al using the original updating method. However, it does demonstrate the effect of procedural assumptions on the results obtained, as well as the ease with which the influence of these extraneous assumptions can be revealed.

A paper by Bullock & Cliff (1997) reveals a similar instance where the outcome of a simulation is the product of an implementation procedure. Enquist and Arak (1994) proposed that symmetrical patterns are inherently favoured by perceptual mechanisms. The results of the co-evolutionary simulation were reported as support this proposition in that here was a tendency for the signals to evolve in symmetrical patterns. Bullock and Cliff (ibid.) claim that the form of the evolved signals was an artefact of the presentation regime employed that was restricted to rotations of 90° intervals. When the simulation was replicated using a more continuous presentation regime, the symmetry was replaced by a tendency toward homogeneity and arbitrary boldness. It must be noted however, that these results may also be an artefact. The development of brighter colours around the perimeter of the signals could conceivably be a result of the fact that there was no wrap-around in the representation scheme used. 

The lack of transparency in simulation models is recognised, but has been dismissed as something that we will ‘have to learn to live with' (Di Paolo 1999). This is an unnecessarily pessimistic view, and it is worth addressing as it reduces the validity and increases the analytical impenetrability of Alife simulations in all its’ potential roles. The opacity of simulation models is as inherent as the problem of undetermination in models in general. It is not possible to eradicate these encumbrances entirely. However, just as practical steps are taken to justify claims of isomorphism in modeling (for example ensuring biological plausibility), it seems that the ambiguity of simulation models could be reduced by labouring a little more over their design. The incline of analysis could potentially be reduced by relinquishing the slope of invention.

The very way in which the effect of procedural assumptions was revealed in the examples above suggests one very obvious, but solid starting point, i.e. attempt to replicate the results with different  implementations. The modular nature of programming means this is often a trivial task. The artefacts described above were revealed by simply changing the updating regime in MacLennan and Burghardt, the training procedure in Enquist and Arak and the proposed flaw in Bullock & Seth's replication could be investigated using an alternative representation scheme. On a lower level, Nobel & Cliff (1996) make a commendable start producing a simulation using two independently written programs. This begins to ensure that the results are not an artefact of the implementation of the code itself.

It would be impractical and arguably impossible to step-wise change every implementation detail, but it may be possible to make an informed choice over likely sources of artefact. The process of constructing a simulation model demands a decision over the essential aspects of the phenomenon of interest. This decision is guided by theory relating to the natural phenomena. If attention is paid to this problem by the field as a whole, cumulative examples may form the beginning of a design methodology which could potentially increase the validity of simulation models in all their possible roles. 

Lack of scientific acumen

Besides the inherent opacity that currently hinders simulation models, there is a general lack of methodological rigor. This is perhaps indicative of an enthusiastic neoteric discipline, and has been noted by commentators from more established schools of science. Miller’s proposal that Alife simulations be employed to extend existing theoretical biology models was accompanied by 5 other heuristics. Although dispensed as instruction for the use in theoretical biology they can be usefully couched in general terms: address an unsolved problem, corroborate with experts in the field, research the accompanying conceptual issues and formal models, and utilise the flexibility of simulation models to explore cause and effect.  Although these amount to little more than scientific acumen, much Alife research would arguably benefit from these recommendations.  

Within the research discussed above there are aspects of the methodology that are detrimental to the validity of the research, which could be easily avoided with a little prudence. Apart from the issues mentioned above, the MacLennan & Burghardt investigation suffers from examining too many phenomena simultaneously. Not only is the simulation an existence proof for synthetic evolution of communication, but it examines the process by which arbitrary symbols evolve, the evolution of turn taking and the effect of learning on the evolution of communication. The interaction between all these effects makes it impossible to ascertain the effects of any one phenomenon on the evolution of communication.  Other failings in the field are the results of mere lack of scientific discretion, such as making post-hoc observations “I discovered afterwards…” (Webb 1996 p.66) or the tendency to treat simulation results as empirical data because they have been analysed using empirical techniques (Nobel 1997). 
Such a perfunctory approach justifiably evokes skepticism in members of the scientific community over Alife’s potential contribution to science. Miller’s cynicism is perhaps representative of a pervading view that Alife will follow a similar path to that of AI and connectionism in failing to achieve early enthusiastic aims through methodological neglect. Science is an inescapably socially based project, and the opinion of the greater scientific community can influence the prospect of emerging disciplines. To achieve it’s potential, Alife is in need of a sounder methodology, but this can only come through experience. To allow time for methodological development, Alife researchers must gain credence by attending to witless negligence.

The problems inherent in modeling and simulation models in particular currently preclude the use of Alife simulation models in testing theories, but they may still prove to be a useful means of generating novel hypotheses. If an exerted effort is made at the design stage, Alife models could justifiably be used as an analytic tool to probe the internal consistency of existing theories as a means of corroboration or to force reconceptualisation. Existing models in other disciplines could undoubtedly be enriched by Alife methods, which in some instances could potentially function to question the underlying theories as well. There is no reason that Alife simulation models should be restricted to any one of these roles. 

In whatever capacity they are applied it is recommendable that effort is expended on attempting to isolate the effects of the theoretical assumptions from those of the implementation. In the mean time, it is advisable that Alife as a discipline acquires a little more scientific acumen in order to avoid the realisation of Miller’s prophetic relegation of Alife to a ‘tool for theoretical biology’.
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"A powerful way of using A-Life simulations is to take an existing formal model from theoretical biology and relax the assumption (preferably one at a time) that were  required to make the mathematics tractable."(Ibid. p10)











� Although a robot model rather than a simulation model, this exemplifies a problem common to both methods. 
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